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In this paper, the new method for OCT images denoizing based on empirical mode decomposition
(EMD) is proposed. The noise reduction is a very important process for following operations to
analyze and recognition of tissue structure. Our method does not require any additional operations
and hardware modi¯cations. The basics of proposed method is described. Quality improvement of
noise suppression on example of edge-detection procedure using the classical Canny's algorithm
without any additional pre- and post-processing operations is demonstrated. Improvement of raw-
segmentation in the automatic diagnostic process between a tissue and a mesh implant is shown.
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1. Introduction

Optical coherence tomography (OCT) is a rapidly
developing imaging technology which allows non-
invasive cross-sectional imaging of weakly scatter-
ing samples with high sensitivity. It has been
successfully applied as an imaging tool in medicine.1

SD�OCT (OCT with spectral domain detection)
technology can reach imaging speeds up to several
hundred thousand lines per second.

Speckle pattern (as in every coherent imaging
technology) signi¯cantly reduces axial and lateral
resolution in OCT-setups. Most techniques for re-
duction of speckle noise uses classical algorithms
of speckle reduction2�6 or require a priori infor-
mation about process.7�9 Sometimes these algor-
ithms require hardware (and maybe also software)
modi¯cation of scanning and imaging system.10 This
list of existing methods for noise reduction (specially
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for OCT) could be continued. Sometimes such
modi¯cations are undesirable or even impossible.

2. Two-stage Technique for Noise

Suppression of OCT-images

We propose and demonstrate the new two-stage
technique for accurate noise suppression of OCT-
images: simple pre-¯ltering (interframe averaging
and linear smoothing) on the ¯rst stage and
empirical mode decomposition (EMD-¯ltering) on
the second stage. The aim of the ¯rst stage is to
remove ultrahigh frequency modes from the raw
data which as usual does not include any useful
information about investigated object. The second
stage must reduce remaining noise spikes at high
frequencies without a®ecting the ¯ne details of the
desired signal.

Raw three-dimensional digital OCT signal Iðxi;
yj; zkÞ can be represented as a set of depthward
cross-section C-scan images:

Ik0ðxi; yjÞ ¼ Iðxi; yj; zkÞ
��
k¼k0

: ð1Þ

As OCT longitudinal resolution is about 5�m
each neighboring images cannot di®er greatly in
structure details. As such ¯rst stage of denoizing
algorithm may be realized as interframe averaging
of K adjacent C-scans:

Î kðxi; yjÞ ¼
Xkþr

l¼k�r

Ilðxi; yjÞ; 8 ði; j; kÞ; r ¼ K � 1

2
;

with subsequent 3� 3 spatial average linear
smoothing (convolution) of each frame:

~Ikðxi; yjÞ ¼ Î lðxi; yjÞ��h; 8 k; h ¼
1 1 1

1 1 1

1 1 1

2
4

3
5:

First stage pre-¯ltered OCT C-scan with K ¼ 9
is shown on Fig. 2(b). The choice of parameter K is
individual and depends on images dynamics.

The second stage EMD-¯ltering is based on one-
dimensional algorithm of spatial-frequency anal-
ysis11 with sequential ¯ltering of high frequencies.
EMD-procedure is applied for each row (or each
column) of the C-scan [see Eq. (1)]. As a result, the
original signal is divided into a sum of N quasi-
orthogonal quasi-periodic intrinsic mode functions

(IMFs) cnðIÞ and remainder rðIÞ:

EMDð~IkÞ ¼
XN
n¼1

cnð~IkÞ þ rð~IkÞ:

IMFs satisfy the following two conditions: (1) in
the whole data set, the number of extremes and the
number of zero crossings must either be equal or
di®er at most by one; (2) at any point, the mean
value of the envelope curves de¯ned by the local
maxima and the local minima is zero.

We propose the following algorithm:

(1) each row (or each column) of the image ~Ikðxi;
yjÞ is subjected to EMD;

(2) over the ¯rst few IMFs (in current study
i ¼ 1; 2) the thresholding is performed.

The EMD algorithm for signal xðtÞ:
(1) Mark the local maxima and minima of signal

xðtÞ and interpolate extreme points by splines
to obtain upper and lower envelopes.

(2) Obtain the mean of two envelope curves,
m10ðtÞ.

(3) Obtain h10ðtÞ ¼ xðtÞ �m10ðtÞ and check the
number of extremes and the number of zero
crossings to be equal or di®er at most by one.
Control all the local maxima to be positive and
all local minima to be negative.

(4) If not, repeat the sifting process and obtain h11

ðtÞ ¼ h10ðtÞ �m11ðtÞ (m11ðtÞ is the mean of the
two envelopes of h10ðtÞ, see stages 1 and 2 of
current algorithm) and repeat:

h1kðtÞ ¼ h1ðk�1ÞðtÞ �m1kðtÞ:

(5) If h1kðtÞ is an IMF (see two conditions above),
then de¯ne c1ðtÞ ¼ h1kðtÞ. Now, we may obtain
the ¯rst residual as r1ðtÞ ¼ xðtÞ � c1ðtÞ.

(6) Treat r1ðtÞ as a new data set, and perform the
sifting process to obtain c2ðtÞ.

(7) Continuing the sifting process we obtain

r2ðtÞ ¼ r1ðtÞ � c2ðtÞ; . . . ; rðtÞ ¼ rNðtÞ
¼ rN�1ðtÞ � cNðtÞ:

For our algorithm it is enough to use two IMFs,
e.g., N ¼ 2.

Finally, the original signal is decomposed in
IMFs terms.
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The authors of Ref. 12 propose to reject ¯rst
modes for further reduction of the noise. But such
procedure leads to the loss of small-size image
details. Taking into account that the signal

amplitude is much larger than the noise amplitude
we perform thresholding over the ¯rst two IMFs,
which replace by zero all their spatial half-periods
with amplitude less than some pre-assigned
threshold T (see Fig. 1). The results of EMD-¯lter-
ing is shown on Fig. 2(c). The ¯gure shows that the
noise was reduced and the small details were saved.

The OCT system (see Fig. 3) comprises of a
broadband superluminescent laser diode (840�
25 nm wavelength range, 20mW output power) at
the source end, Michelson interferometer with 50/
50 split ratio to the sample and reference arms and a
spectrometer at the detector end. The spectrometer
comprises of a di®raction grating (1200 grooves/
mm) and a CCD line scan camera (2048 pixel res-
olution, 29.3 kHz line rate). The interference signal
from the sample and the reference arms of the
Michelson interferometer is detected by the spec-
trometer and digitized by an image acquisition card
(NI-IMAQ PCI-1428). Depth pro¯le (A-line) is
obtained by converting the interference signal
detected by the IMAQ into linear k-space.

3. Method of Testing

For comparative tests we used the following
technique:

(1) we took image fragment 300� 200 from left-
bottom edge of Fig. 2(a) and made a processing
using a few of standard denoizing methods and
our proposed EMD-method (see Fig. 4);

(2) we used Canny's edges detector13 as test of
quality and accuracy for developed EMD-
method (see Fig. 5).

(a)

(b)

(c)

Fig. 2. C-scans (500� 500 px) of SD OCT and its middle
y-line of (a) raw (b) pre-¯ltered (K ¼ 9); (c) EMD-¯ltered
(T ¼ 10) image of implant under the layer of mouse skin.

(a)

(b)

Fig. 1. Demo of proposed threshold technique: (a) IMF c1ðjÞ
and (b) c2ðjÞbefore (left) and after (right) thresholding (T ¼ 10).

Fig. 3. Spectral domain OCT scheme: 1 � broadband source,
2 � 50/50 beamsplitter, 3 � sample arm, 4 � reference arm,
5- spectrometer with grating 6 and CCD camera 7, 8 � com-
puter with IMAQ.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. Noise reduction for the image of implant under the layer of mouse skin using the di®erent methods.

(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 5. Edge detection for Fig. 4 using Canny algorithm.
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The list of standard denoizing methods for
original image fragment [see Fig. 4(a)]:

(1) standard smooth linear ¯lter with window size
3� 3 [see Fig. 4(b)] and 7� 7 [see Fig. 4(c)];

(2) Gaussian smooth ¯lter with core radius 1 [see
Fig. 4(d)] and 3 [see Fig. 4(e)];

(3) Median ¯lter with window size 3� 3 [see
Fig. 4(f)] and 7� 7 [see Fig. 4(g)].

Figure 4(h) is the result of denoizing with using
EMD-method.

4. Discussion

For Canny detector we did not use any additional
pre- or post-processing ¯lters. However, we improved
the result using EMD-method: the border between
tissue and implant have no artefacts [see Fig. 5(h)]
unlike the results of other methods [see Figs. 5(a)�
5(g)] of denoizing.Therefore, we obtained imagewith
more accurate boundaries between tissue and
implant andas a resultmore accurate implant's ¯bers
detecting (i.e., boundaries have fewer breaks and
other artifacts).

On the other hand, EMD-method has a very
important drawback — a very low performance.
This method requires multiple interpolation process
on irregular two-dimensional lattice which a®ects
the performance.
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